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2015

m Living with systems that anticipate us

m Mindless agency ( ChatGPT avant /a leltre )

m Big data spaces (EU strategy avant la
lettre )

m How does itaffectourshared world?
— and the role and the rule of law
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2025

m A new hermeneutics
for computational
law

m Legal protection in
the era of
computational law
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2025

m A new hermeneutics
for computational
law

ut constionpicH
m Legal protection in
the era of Comict cettuct

computational law
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m Implications of ‘Al’ for law and the rule of law
— Privacy, fairness - the usual suspects
— More important:
m 4R Al (robust, resilient, reliable, responsible)
m Involving methodological integrity and key questions such as:
— how does design and use of Al shift power relationships?

— relationship between client & attorney, democratic players,
courts and public administration, contracting parties, justice
authorities and individual citizens, justice authorities and
those wishing to cross the border
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nature > world view » article

WORLD VIEW | 07 July 2020

Don’t ask if artificial intelligence s
good or fair, ask how it shifts power

Those who could be exploited by Al should be shaping its projects.

Pratyusha Kalluri
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In the context of the ERC ADG | am investigating:
m claims made on behalf of Alsystem s

m the substantiation of such claims
— Mathematical verification, empirical validation, certification

— Impact on the domain: gaps between requirements and
specifications

— Real-world impact (gap between requirements and real - world
goal)
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geek & poke

WHEN YOU HEAR THIS:

YESTERDAY IT

WORKED

YOLU KNOW YOLI'RE IN A
SOFTWARE PROJECT

Women in Data Science - Maastricht

Software, including what

some like to call Al, is

always running behind.

- Legal expert systems
are stuck with the
moment they were
finalised

- Legal technologies
involving ML can only
be trained on past
data

Prediction is difficult,

especially when it's

about the future
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Days before OpenAI Days after OpenAI

Developer coding ChatGPT generates
- 2 hours Codes - 5 min

Developer debugging Developer debugging
- 6 hours - 24 hours
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What's next?

m Typology: objectives
m [ypology: demonstration
m [ypology: a method, a mindset — beyond legal technologies

m Legal protection by design?
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What's next?

m [ypology: objectives
m [ypology: demonstration
m [ypology: a method, a mindset — beyond legal technologies

m Legal protection by design?
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Typology: objectives

« To enable further research into legaltechnologies,based on our investigation of
the substantiation of claims made by their providers and the potential legal
impact of their deployment.

« To offer a strategy for review or evaluation ofthe different types of legaltech.

« To provide a means of comparing aspects of legal tech , especially how they
operate at the back-end’.

* To make sure our audience (primarily lawyers and computer scientists) can both
navigate and understand the information we offer.

7/3/23 Women in Data Science - Maastricht 15



What's next?

m Typology: objectives
m [ypology: demonstration
m [ypology: a method, a mindset — beyond legal technologies

m Legal protection by design?

7/3/23 Women in Data Science - Maastricht




7/3/23

Women in Data Science - Maastricht

17


https://publications.cohubicol.com/typology/

COHUBICOL

ERC Advanced Grant 2019-2024

PROJECT PUBLICATIONS

Home

Get in touch
VOCABULARIES
WORKING PAPERS

TYPOLOGY OF LEGAL TECH

The Typology
How to use

FAQs & methodology
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Q) search COHUBICOL publications

Typology of Legal Technologies

A Method - A Mindset

COHUBICOL home

The Typology is a curated set of legal technologies (applications, scientific papers, and datasets) that we

handpicked to demonstrate the potential impact on legal effect of different types of ‘legal tech’. To understand how
and why we created this, see the FAQs & methodology page.

= Use the filters below to find legal techs you are interested in. Click a system to view its full profile.

« Compare systems by clicking fJ on one or more systems (view the comparison at the bottom of this page).

SHOWING 30 TECHS

END-USERS

FUNCTIONALITY CODE/DATA-DRIVEN

[ Any 7 [ Any

| TYPE OF SYSTEM

I e o

Akoma Ntoso

Legislation Search

[

Automatic Catchphrase Identification
from Legal Court Case Documents
(Mandal et al. 2017)

Blawx

Legislation

Casetext

Litigation Search

Chinese Al and Law dataset
(CAIL2018)

Litigation

Women in Data Science - Maastricht
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m Training data sets

Why include datasets?

often stand for a ground truth:

— ‘ground truth’ concerns real world issues:
it cannot be completely and finally computed/formalised

— meaning that it

can be computed/formalised but /n different ways

m  And that difference matters

7/3/23 Women in Data Science - Maastricht
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ERC Advanced Grant 2019-2024

ECT PUBLICA

Home

Get in touch

VOCABULARIES

WORKING PAPERS

TYPOLOGY OF LEGAL TECH
The Typology
How to use

FAQs & methodology

(Q Ssearch COHUBICOL publications

Typology of Legal Tech /

Chinese Al and Law dataset (CAIL2018)

Litigation: prediction of judgment

github.com/thunlp/CAIL/blob/master/README_en.md &

Main research: March 2022

CONTENTS

= What does it claim to do?

= Substantiation of claims & potential issues

= Isit currently in use?
= The creators
= Jurisdiction

= License

v What does it claim to do?

CAIL2018 is the Chinese Al and Law challenge dataset. It was
created for the purposes of encouraging research into how
machine learning @ can assist in the process of Legal
Judgment Prediction (LJP). For the authors, LJP is about

w AT AGLANCE

Intended users

Code- or data-
driven

Form

Automation or
support

In use?

Creators

Access

COHUBICOL home

= Academics
= Software developers

Data-driven

Dataset (off-the-shelf)

= Legal decision support
= Legal research strategy
= Legal strategy support

Unknown

Academics
Details @

= Free download/web
application

See our methodology for field definitions.

enabling machines to predict the outcome of legal cases by reference to the descriptions of fact set out in those

cases. The dataset was released in 2018 as part of the CAIL2018 competition. The competition, which attracted

more than 200 participants, focussed on how natural language processing (?) improves performance in LJP

tasks. It presented competitors with three subtasks. These were the (1) prediction of applicable law articles, (2)

charges, and (3) prison terms by reference to the descriptions of facts for the cases forming part of the training

data of the CAIL2018 dataset.

Women in Data Science - Maastricht
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What does it claim to do?

Science - Maastricht
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Claimed essential features

= Create a large-scale dataset contaning processed data of China Judgments Online, an online repository
established by the Supreme People’s Court of China.

= Provide a dataset of charges, law articles and prison terms used in Chinese criminal cases.

» RELEVANT QUOTES

Claimed rationale and benefits

= To facilitate further research in the field of legal judgment prediction.

» RELEVANT QUOTES

Claimed design choices

= Each datapoint consists of a case description and three target attributes (labels) the law article cited, charges,
and the prison term. The three target attributes correspond to the three subtasks in the CAIL competition. The
target attributes are extracted from the original case description using regular expressions (@.

= Law article prediction and charge prediction are framed as text classification tasks, prison term prediction is
framed as a regression task in the CAIL competition.

= Only criminal cases were selected from China Judgments Online.
= The cases that would have very infrequent charge or law articles labels are filtered out.
= Cases with multiple defendants were also filtered out to reduce the complexity of the LJP task.

= The dataset includes the fact description (used as input in the LJP task) and the target attributes namely

applicable law articles, charges, and prison terms.

Women in Data Science - Maastricht
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Substantiation of claims &
potentialissues

en in Data Science - Maastricht 23



L

7/3/23

The dataset is described in two papers (Xiao, C. et al, 2018; Zhong, H. et al, 2018) and on the Github page for the
2018 Chinese Al and Law Challenge Competition &, where the dataset can be downloaded. A preview of the
dataset is available on Hugging Face & .

Data

= The dataset consists of data collected from China Judgments Online @, published by the Supreme People’s
Court of China.

= The time span of the data is not specified.

= The data are stored in a JSON dataset format.

= A preview is available on Hugging Face @ (archived Feb '22 7).
= The full dataset is available on Github @ (archived Feb '22 &).

= “There are two parts of our dataset called CAIL2018-Small and CAIL2018-Large.” (Chinese Al and Law Challenge
Competition & ; archived Feb '22 @), that contain 196,000 and 1.5 million cases respectively.

Dataset construction

The authors provide some information about how the dataset was constructed. However, no information is
provided about how the data was collected (whether, for example, it was scraped from China Judgments Online or
downloaded in batch). No information is provided about whether, and if so how, the data was cleaned. The authors
provide no information about the completeness of China Judgments Online as a data source.

The dataset has been constructed as follows:

1 5,730,302 criminal documents were collected from Chinese judgments.

2 The data is filtered on ‘judgment’ documents, using available metadata.

3 The data was filtered to remove cases with more than a single defendant; cases “with those charges and law
articles whose frequency is smaller than 30”; and law articles and charges associated with the “top 102 law
articles” in Chinese criminal law. (Xiao, C. et al, 2018)

the text. It is not known if there is a quality assessment step in case of contradictory candidates or if these data

samples were automatically excluded.

Women in Data Science - Maastricht
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Attributes

The attributes of the dataset, along with a short textual description, are set out in Figure 1 below.

+ fact: The description of fact.

o punish_of_money: The punishin

¢ meta: The label information which contains:
o criminals: The defendant in the cases. (There will only be one defendant in the case.)

g of money in unit RMB.

o accusation: The defendant's charges.
o relevant_articles: The relevant articles to the case.

o term_of_imprisonment: The term of imprisonment of the defendant. There three more fields in this part:
= death_penalty: Whether the defendant suffers the death penalty.

= life_imprisonment: Whether the defendant suffers the life imprisonment.

= imprisonment: The length of the term of imprisonment in terms of months.

Figure 1: the attributes of the CAIL2018 dataset (Chinese Al and Law Challenge Competition (' ; archived Feb 22 IZ‘)

An example of the data is shown in Figure 2 below.

"fact": "2015F11ASHLEF, BEASRETHTERANENT ZASSHRERADTEERN, SREANRBIEHBREOS, GRS AwmxA

{
"meta":
{
“relevant_articles": [234],
"accusation": ["#HUE{HE"],
"criminals": ["#R"],
"term_of_imprisonment":
{
"death_penalty": false,
"imprisonment": 12,
"life_imprisonment": false
}
}
}

Figure 2: an example of the data (Chinese Al and Law Challenge Competition & ; archived Feb 22 ')

The authors also provide an example in tabular form (Figure 3):

Fact

The Nafandant Hu

Relevant Law Article Charge Prison Term | Defendant
FlER234% EEhF 1277 i
234th articla of criminal law | intentional ininry 17 manthe Mice /Mr Hn

Women in Data Science - Maastricht
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Judgment prediction

The dataset is used for a Chinese Al and Law Competition in predicting charges, relevant articles and term of
penalty.

POTENTIAL TECHNICAL ISSUES

= The examples of the data don’t show a specific focus on the time period in which the judgment is made. This
suggests that any system used to make predictions using this dataset cannot take into account that the laws
and interpretations of law change over time.

= The original documents already contain the information about the labels, so it is not clear how predicting
those labels is helpful for a legal professional.

= The authors do not provide an explanantion of how this experiment could be used to predict actual decisions
that will be made by the Chinese courts in the future.

= Court judgments are generally compiled after the decision has been made, therefore the facts of the case are
not necessarily representative of the description of the facts prior to the final judgment.

= The authors do not provide any data to be able to predict decisions of the court that have not been made
yet.

Rationale and benefits

POTENTIAL TECHNICAL ISSUES

= Given the data used for this text classification task it is clear that the system is unable to actually predict
future cases. The authors present a dataset of facts from already made judgments. In order to actually
forecast future decisions of the court the system would require data that was available before the ‘predicted’
judgment was made (e.g. case law from a lower court).

References

= Xiao, C., Zhong, H., Guo, Z., Ty, C,, Liu, Z., Sun, M., Feng, Y., Han, X., Hu, Z., Wang, H. and Xu, J., 2018. Cail2018: A
large-scale legal dataset for judgment prediction. arXiv preprint arXiv:1807.02478.

= Zhong, H., Xiao, C., Guo, Z., Ty, C,, Liy, Z., Sun, M., Feng, Y., Han, X., Hu, Z., Wang, H. and Xu, J., 2018. Overview of

7/3/23 Women in Data Science - Maastricht
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Typology: demonstration

m Ourfocusison , that is the effects of written and oral speech acts recognised by law

— e.g. a civil servant pronouncing a marriage, two parties agreeing to a contract, or a judge
handing down a written judgment

m Legal effect (as we know it) relies on text as its underlying technology
— any transition in legal practice toward systems that rely on code and data
— maydisrupt the nature and the operation of legal effect.

m Such disruption may affect legal effect and thus legal protection,
— i order to assess this, the effects must be investigated and anticipated.

m This means considering
— how legaltechnologies are and might foreseeably be deployed:
— by whom, in what contexts, and for what purposes
| including in ways not intended by the system’s provider.

m We summarise this assessment in each Typology profile under the heading Potential legal impact

7/3/23 Women in Data Science - Maastricht
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L

POTENTIAL LEGAL IMPACT

= Much research in the field of ‘legal judgment prediction’ does not tackle prediction (in the sense of
forecasting) at all. The CAIL2018 dataset does not offer data which enables the prediction of court decisions
that have not yet been made. The term ‘prediction’ may mislead lawyers and policymakers into thinking the
field of forecasting judgments is more advanced than it in fact is.

= The original documents already contain information about the labels (legal norms cited, charges, and prison
term), so the value to legal practitioners of predicting those existing labels is not evident.

= The descriptions of the facts come from the court judgments, which may not be representative of the facts as
set out prior to judgment. They may therefore be an incomplete or partial account of what actually happened.

= The dataset does not include the time period in which the judgments were made, suggesting that predictions
made using this dataset cannot take into account that legal norms and their interpretations change over time.

7/3/23 Women in Data Science - Maastricht 28
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Home > Artificial Intelligence and Law > Article

Original Research | Open Access | Published: 25 January 2022

Rethinking the field of automatic prediction of court
decisions

Masha Medvedeva &, Martijn Wieling & Michel Vols

Artificial Intelligence and Law 31, 195-212 (2023) | Cite this article
7896 Accesses \ 4 Citations | 17 Altmetric | Metrics

Abstract

In this paper, we discuss previous research in automatic prediction of court decisions. We
define the difference between outcome identification, outcome-based judgement
categorisation and outcome forecasting, and review how various studies fall into these
categories. We discuss how important it is to understand the legal data that one works with in
order to determine which task can be performed. Finally, we reflect on the needs of the legal

discipline regarding the analysis of court judgements.
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What's next?

m Typology: objectives
m [ypology: demonstration
m [ypology: a method, a mindset — beyond legal technologies

m Legal protection by design?

7/3/23 Women in Data Science - Maastricht




e
&%‘E’y Cornell University

We gratefully acknowledge support from
the Simons Foundation and member institutions.
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Help | Advanced Search

Computer Science > Computation and Language
[Submitted on 29 Dec 2022]

GPT Takes the Bar Exam

Michael Bommarito Il, Daniel Martin Katz

Nearly all jurisdictions in the United States require a professional license exam, commonly referred to as "the Bar Exam," as a precondition for law practice. To even sit for
the exam, most jurisdictions require that an applicant completes at least seven years of post-secondary education, including three years at an accredited law school. In
addition, most test-takers also undergo weeks to months of further, exam-specific preparation. Despite this significant investment of time and capital, approximately
one in five test-takers still score under the rate required to pass the exam on their first try. In the face of a complex task that requires such depth of knowledge, what,
then, should we expect of the state of the art in "Al?" In this research, we document our experimental evaluation of the performance of OpenAl's "text-davinci-003"
model, often-referred to as GPT-3.5, on the multistate multiple choice (MBE) section of the exam. While we find no benefit in fine-tuning over GPT-3.5's zero-shot
performance at the scale of our training data, we do find that hyperparameter optimization and prompt engineering positively impacted GPT-3.5"s zero-shot
performance. For best prompt and parameters, GPT-3.5 achieves a headline correct rate of 50.3% on a complete NCBE MBE practice exam, significantly in excess of the
25% baseline guessing rate, and performs at a passing rate for both Evidence and Torts. GPT-3.5's ranking of responses is also highly-correlated with correctness; its top
two and top three choices are correct 71% and 88% of the time, respectively, indicating very strong non-entailment performance. While our ability to interpret these
results is limited by nascent scientific understanding of LLMs and the proprietary nature of GPT, we believe that these results strongly suggest that an LLM will pass the
MBE component of the Bar Exam in the near future.

Comments: Additional material available online at this https URL
Subjects: Computation and Language (cs.CL); Artificial Intelligence (cs.Al); Machine Learning (cs.LG)
Cite as: arXiv:2212.14402 [es.CL]
(or arXiv:2212.14402v1 [cs.CL] for this version)
https://doi.org/10.48550/arXiv.2212.14402 @
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THE PREPRINT SERVER FOR HEALTH SCIENCES

How Does ChatGPT Perform on the Medical Licensing Exams? The
Implications of Large Language Models for Medical Education and
Knowledge Assessment

Aidan Gilson, (2} Conrad Safranek, Thomas Huang, ' Vimig Socrates, \= Ling Chi, {2/ R. Andrew Taylor,
David Chartash

doi: https://doi.org/10.1101/2022.12.23.22283901
This article is a preprint and has not been peer-reviewed [what does this mean?].

It reports new medical research that has yet to be evaluated and so should not be
used to guide clinical practice.

E0iEQIFI EX ENIET CEY

Abstract Full Text Info/History Metrics (3 Preview PDF

ABSTRACT

Background ChatGPT is a 175 billion parameter natural language processing model which

can generate conversation style responses to user input.

Objective To evaluate the performance of ChatGPT on questions within the scope of United
States Medical Licensing Examination (USMLE) Step 1 and Step 2 exams, as well as

analyze responses for user interpretability.
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Reinforcement
and interactive
machine learning

‘it could be an interesting
educational and
knowledge assessment
tool’
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A Method A Mindset
Beyond legaltechnologies

In law the point is not to get the outcome right
— Law is about getting the outcome right for the right reasons

— Judgment in law is about getting things right In the case at hand
m /t's about precision not accuracy

m Inh health the pointis notmerelyto getsome outcome right often
enough

— getting it right foran mdividualpatient

— understanding long term complexities ofthe human body

Women in Data Science - Maastricht 33



What's next?

m Typology: objectives
m [ypology: demonstration
m [ypology: a method, a mindset — beyond legal technologies

m Legal protection by design?
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Legal Protection by Design

m Building checks and balances into the design process, design and
deployment

— To address and redress  power imbalances (e.g. levelling the playing
field)

— To ensure practicaland effective protection offundamental rights |,
notably:

7/3/23

Effective remedy
Non-discrimination
Freedom ofinformation
Privacy

Fair trial

Women in Data Science - Maastricht 35



Legal Protection by Design

m GDPR: DPIA, DPbDD

m Proposed:

7/3/23

Al Act, demonstrable conformity with reliability requirements
Al Liability Directive, reasonable distribution of the burden of proof in case of
damage

Data Governance Act, sharing of personal data
Data Act, creating added value  on personal and non -personal data

European Health Data Space Regulation, sharing of health data  across MS
borders

Digital Services Act, Digital Market Act, reliability and level playing field

Women in Data Science - Maastricht 36
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