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2020

■ My background: law, philosophy of technology

■ Chair at Computer Science Department 
@Ra d b o u d  Un ive rs ity

■ Re se a rc h  Ch a ir a t Faculty of Law & 
Criminology
@Vrije  Un ive rs ite it Bru sse l

■ My re se a rc h  fo c u s : 
im p lic a tio n s  o f ‘AI’ fo r la w a n d  th e  ru le  o f la w
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2015

■ Living with systems that anticipate us

■ Mindless agency ( ChatGPT avant la lettre )

■ Big  d a ta  sp a c e s  (EU strategy avant la 
lettre )

■ Ho w d o e s  it a ffe c t o u r sh a re d  wo rld ?
– and the role and the rule of law 
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2025

■ A new hermeneutics 
for computational 
law

■ Legal protection in 
the era of 
computational law
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■ Implications of ‘AI’ for law and the rule of law
– Privacy, fairness – the usual suspects
– More important: 

■ 4R AI (robust, resilient, reliable, responsible)
■ Involving methodological integrity and key questions such as: 

– how does design and use of AI shift power relationships?
– relationship between client & attorney, democratic players, 

courts and public administration, contracting parties, justice 
authorities and individual citizens, justice authorities and 
those wishing to cross the border
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In the context of the ERC ADG I am investigating:

■ claims made on behalf of AI sys te m s

■ the substantiation of such claims
– Mathematical verification, empirical validation, certification
– Impact on the domain: gaps between requirements and 

specifications
– Real- world impact (gap between requirements and real - world 

goal)
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Software, including what 
some like to call AI, is 
always running behind.
- Legal expert systems 

are stuck with the 
moment they were 
finalised

- Legal technologies 
involving ML can only 
be trained on past 
data

Prediction is difficult, 
especially when it’s 
about the future
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What’s next?

■ Typology: objectives

■ Typology: demonstration

■ Typology: a method, a mindset – beyond legal technologies

■ Legal protection by design? 
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Typology: objectives

• To enable further research into legal technologies , based on our inves tigation of 
the subs tantiation of claims  made by their providers  and the potential legal 
impact of their deployment.

• To offer a strategy for review or evaluation of the different types  of legal tech.

• To provide a means of comparing aspects of legal tech , especially how they 
operate at the ‘back-end’.

• To make sure our audience (primarily lawyers  and computer s cientis ts ) can both 
navigate and understand the information we offer.
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https://publications.cohubicol.com/typology/
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Why include datasets?

■ Training data sets often stand for a ground truth:
– ‘ground truth’ concerns real world issues: 

it cannot be completely and finally computed/formalised
– meaning that it can b e  c o m p u te d / fo rm a lise d  b u t in different ways

■ And that difference matters
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What does it claim to do?
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Substantiation of claims & 
p o t e n t ia l  is su e s
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Typology: demonstration

■ Our focus is on legal effect, that is the effects of written and oral speech acts recognised by law 
– e.g. a civil servant pronouncing a marriage, two parties agreeing to a contract, or a judge 

handing down a written judgment
■ Legal effect (as we know it) relies on text as its underlying technology 

– any transition in legal practice toward systems that rely on code and data
– may dis rupt the nature and the operation of legal effect. 

■ Such dis ruption may affect legal effect and thus  legal protection, 
– in order to assess  this , the effects  mus t be inves tigated and anticipated. 

■ This  means  cons idering 
– how legal technologies  are and might foreseeably be deployed: 
– by whom, in what contexts , and for what purposes

■ including in ways  not intended by the sys tem’s  provider. 

■ We summarise this  assessment in each Typology profile under the heading Potential legal impact.
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What’s next?

■ Typology: objectives

■ Typology: demonstration

■ Typology: a method, a mindset – beyond legal technologies

■ Legal protection by design?
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Reinforcement 
a n d  in t e r a c t ive

m a ch in e  le a r n in g

‘it could be an interesting 
educational and 
knowledge assessment 
tool’
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A Method A Mindset
Be yo n d  le ga l t e ch n o lo gie s

■ In law the point is not to get the outcome right
– Law is about getting the outcome right for the right reasons
– Judgment in law is about getting things right in the case at hand

■ It’s about precision not accuracy

■ In  h e a lth  th e  p o in t is  n o t m e re ly to  g e t so m e  o u tc o m e  rig h t o fte n  
e n o u g h  

– g e ttin g  it rig h t fo r a n  in d ivid u a l p a tie n t
– u n d e rs ta n d in g  lo n g  te rm  c o m p le xitie s  o f th e  h u m a n  b o d y
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Legal Protection by Design

■ Building checks and balances into the design process, design and 
deployment

– To address and redress power imbalances (e.g. levelling the playing 
field)

– To  e n su re  p ra c tic a l a n d  e ffe c tive  p ro te c tio n  o f fundamental rights , 
n o ta b ly:
■ Effe c tive  re m e d y
■ No n - d isc rim in a tio n
■ Fre e d o m  o f in fo rm a tio n
■ Priva c y
■ Fa ir tria l 
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Legal Protection by Design

■ GDPR: DPIA, DPbDD

■ Proposed: 
– AI Act, demonstrable conformity with reliability requirements
– AI Liability Directive, reasonable distribution of the burden of proof in case of 

damage
– Data Governance Act, sharing of personal data
– Data Act, creating added value on personal and non - personal data
– European Health Data Space Regulation, sharing of health data across MS 

borders
– Digital Services Act, Digital Market Act, reliability and level playing field
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