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Introduction: Most algorithms, be it in optimization or any other field, depend on critical parameters that need 
to be tuned to achieve a satisfactory degree of computational accuracy and reliability. Specific application 
domains of interest where this is the case are the tuning or regularization hyperparameters in deep neural 
networks and variable projection methods in inverse problems, and variational regularization in mathematical 
imaging. The optimization method in action in all these different application domains is the general 
mathematical programming technique called bilevel optimization. Bilevel optimization can be seen as a leader-
follower game, in which the leader solves an upper-level problem, fixing the hyperparameters, and a follower 
optimizes a lower-level problem, usually corresponding to a data fidelity function, for a given choice of 
parameters dictated by the leader. To solve such a two-stage optimization problem, a common assumption is 
that the lower-level problem can be solved exactly for each possible parameter configuration designed by the 
leader. This assumption is, however, practically infeasible. 
Objectives: The aim of this project is to revisit optimal parameter tuning in variational regularization problems 
arising in computational imaging and deep learning. Our aim is to couple variance reduction algorithms in the 
lower-level problem, with derivative-free methods in the upper-level.This algorithm will be tested in medical 
imaging applications.  
Methods: This project will improve upon the state-of-the-art by introducing variance reduction strategies, that 
are already prominent in machine learning, into a bilevel optimization framework. 
Impact: This project is going to have significant impact on computational imaging and signal processing. The 
combination of variance reduction, optimal parameter tuning and bilevel optimization is new to the field, and 
will become a significant contribution to the community. 
Requirements candidate: Highly motivated student with good English communication skills and proactive and 
resolute attitude. Excellent analytic and programming skills are also needed. 
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